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1 Selfish Content Replication

•The replication model: nodes and users located near the nodes.

1. Node i ∈ N can replicate Ki objects from the set O

– ri = (r1i , . . . , r
|O|
i ), where roi ∈ {0, 1} is 1 if object o is replicated in node i

– ri ∈ Ri is feasible if
∑

o r
o
i ≤ Ki

2. Limited interactions between nodes modeled with a social graph Γ

–N (i) is the set of neighbors of node i

3. Users generate requests for objects, the demand for object o ∈ O of the users at node i ∈ N

is wo
i ∈ R+

4. Cost incurred by a node to serve a user request







αi if the object is replicated locally,
βi if the object is replicated in a neighbor,
γi otherwise.

•No central authority ⇒ No optimal solution enforced.

– Interactions modeled as a Replication game < N, (Ri), (Ui) >

–Utility function: sum of the cost savings Ui(ri, r−i) =
∑

oU
o
i (r

o
i , r

o
−i)

Uo
i (r

o
i , r

o
−i) =







0 if roi = 0
wo
i [βi − αi] if r

o
i = 1 and o is i-busy

wo
i [γi − αi] if r

o
i = 1 and o is i-free,

∗ object o ∈ O is i-busy if it is replicated by at least one of node i’s neighbors

∗ object o ∈ O is i-free otherwise.

•Key questions

1. Existence of a state where every node is satisfied with the object allocation

2. Conditions under which the nodes reach such a state updating their decisions myopically

3. Applications in content-centric networks

2 Nash Equilibrium - Existence

•Nash Equilibrium : a strategy profile r∗ in which every player’s strategy is a best reply to
the other players’ strategies.

– Ui(r
∗
i , r

∗
−i) ≥ Ui(ri, r

∗
−i) ∀ ri ∈ Ri, ∀ i ∈ N .

–Best reply of player i: replication strategy that maximizes the utility of player i given the
other players’ strategies.

• The following algorithm always ends in a NE:
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1. Play best replies in

isolation → r(t)
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2. Re-arrange the players

according to the social graph
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3. Give every player a chance to

play a best reply → r(t′)

4. Play best replies in arbitrary order → NE
⇓

Every graphical replication game possesses a pure strategy Nash equilibrium.

• It is possible to compute a Nash equilibrium in at most
∑

i∈N
∑

j∈N (i)Kj steps.

3 Nash Equilibrium - Convergence

• Complete social graph

Every sequence of best replies in a replication game played over a complete
social graph is finite.

• Non-complete social graph

– The following graph topology allows a cycle in a sequence of best replies:

o∗=b, o′=a

o∗=c, o′=b o∗=d, o′=c

o∗=a, o′=d

o∗=ao∗=b

o∗=c o∗=d

P1

P2 P3

P4 P8P5

P6 P7

The cycle is made of the following sequence of best replies:

(a, b,d,a) −→
3
(a, b, c,a) −→

1
(b, b, c,a) −→

4
(b, b, c, d) −→

2
(b, c, c, d)

−→
1
(a, c, c, d) −→

3
(a, c,d,d) −→

2
(a, b,d,d) −→

4
(a, b,d,a)

4 Nash Equilibrium - Distributed Algorithm

Objective: efficient distributed algorithm for convergence to NE

Plesiochronous dynamic:
player i updates her strategy at time t only if no neighboring player j ∈ N (i)

updates her strategy at time t.

• From every strategy profile there exists a sequence of plesiochronous best replies that leads to a
NE in a finite number of steps.

⇓

The game is weakly acyclic under plesiochronous best replies.

• Lazy improvement step of player i: a strategy update of player i such that the cost saving of
every inserted object exceeds that of every evicted object.

– If βi = αi ∀i ∈ N and players perform exclusively lazy improvement steps,

Every sequence of plesiochronous lazy improvement steps is finite.

•Given a coloring, the number of steps required to reach the NE is significantly smaller than for
asynchronous updates
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5 Autonomous Caches in a Content-centric Network

• Scenario: Network of Autonomous Systems

– Each AS i ∈ N maintains its own cache network. Summary cache ri
–ASs engage in content-level peering, modeled by the social graph Γ and αi = βi

– IRM assumption: request inter-arrival times are independent ∼ Exp(wo
i )

•Coordinated content-peering

– Peering ASs periodically exchange information about their cache content

–Cache-or-Wait algorithm, plesiochronous updates:

∗ Select a sequence of independent sets I1, I2, . . . of the social graph Γ

∗At every time slot t, allow ASs i ∈ It to change their cached content from ri(t− 1) to ri(t)

∗At the end of time slot t, AS i informs the ASs j ∈ N (i) about the new cache content ri(t)

↓
The previous results hold for the CoW algorithm.

–Cache-no-Wait algorithm, arbitrary updates:

∗At every time slot t, allow every AS i ∈ N to change its cached content from ri(t−1) to ri(t)
performing a lazy improvement step

∗At the end of time slot t, AS i informs the ASs j ∈ N (i) about the new cache content ri(t)

↓

The CnW algorithm terminates in an equilibrium with probability 1.

•Uncoordinated content-peering

–AS i forwards to all of its neighbors j ∈ N (i) the requests for objects o such that roi = 0.

– Stable cache allocation r for uncoordinated content-peering:

∀i ∈ N,∀o, p ∈ O r
o
i = 1, r

p
i = 0, p i-free ⇒ wo

i > w
p
i

⇓
Every Nash Equilibrium is a stable cache allocation for uncoordinated content peering

– In general

Uncoordinated peering reaches a stable cache allocation with probability 1.

– If after a cache miss the content is instantaneously downloaded in the cache

Uncoordinated peering reaches a stable cache allocation after a finite
number of cache updates.
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